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Module’s learning 
outcomes

Upon completion of this module the students have a broad understanding of machine learning and its subfields, 
including the following:

• They can independently collect/analyze data and take the necessary steps to prepare them for learning and 
inference tasks.
• They are familiar with a variety of supervised/unsupervised models and understand their principles and 
properties.
• They can select an appropriate model for a given task and design, implement, optimize, run, and analyze the 
corresponding machine learning pipeline.
• They understand the balance between expressiveness and generalization. They are able to employ selection, 
regularization, and meta-learning techniques to 
maximize model performance.

Module content This course provides a comprehensive introduction to the field of machine learning. Starting from basic 
principles, we are going to develop a data-driven framework that allows us to express representation and 
prediction tasks as learning problems, either supervised or unsupervised. 

In both cases, our discussion of the relationship between data and model will lead to a broad spectrum of 
approaches with different properties: linear vs. non-linear, parametric vs. non-parametric, deterministic vs. non-
deterministic, and classification vs. regression. We are going to explore how these models are formulated, how 
they can be optimized, and how they can be applied to new data.

In a parallel track, we are going to explore theoretical properties of machine learning models, including their 
robustness, complexity, and meta-level behaviour.

In particular, the course covers the following topics:

• Data: collection & representation
• Data: statistical & visual exploration
• (Linear/Probabilistic/Non-parametric) classification
• (Linear/Non-Linear/Robust) regression
• Meta learning: ensembling & boosting
• Clustering
• Outlier Detection
• (Stochastic) gradient descent
• (Feature/Model) selection
• Regularization 
• Convolutions
• Kernel Trick
• Maximum likelihood & maximum a-posteriori
• Principal component analysis
• Gaussian processes
• Multi-dimensional scaling
• Neural networks & deep learning
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